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11 sudo -H pip3 install virtualenv
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18 source jupyter\_env/bin/activate

19 pip3 install jupyter

20 jupyter notebook --generate-config
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22 jupyter notebook password

23 jupyter notebook --no-browser
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cd jupyter\_dir/

source jupyter\_env/bin/activate
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Abstract

Autonomous vehicles are the trend nowadays and many of the manufacturers introduce innovations to boast their intelligent vehicles. With the advent of science many assistive technologies emerged to help the driver during long drives like hands-free driving, cruise control, auto adaptive head lights etc. Artificial intelligence also takes its position in assisting the commutation to be safer and more effortless with technologies like self-driving, lane detection, collision detection etc. Although collision detection has been there for a while in automotive industry for many famous manufacturers like Mercedes, BMW, Audi and Tesla generic danger prediction and warning have not been explored much. This research is proposing to predict threats in advance so that the driver is aware before it is too late to make a decision. The idea here is to use Ultralytics Yolov5 for quick object detection which is a Convolutional Neural Network designed by Ultralytics. Annotated road surface data RDD2020 was used for performing the tests. The data contains classifications like pothole, debris, cracks which is used to train the model and then later used to warn the driver. Yolov5 has different models, and a comparison of the models was be performed. An analysis of the hyperparameters was done to fine tune the detection results.

Keywords: road damage; convolutional neural networks; semantic segmentation; Yolov5

Introduction

Commutation has always been a need of man to achieve his goals, to be productive, to socialise, to engage in business and many more. Various modes of travel also have been invented, yet road remains the most widely used. The safety of vehicles is also regulated by the governments across the world and manufacturers comply to guidelines and standards Innovations like seat belt and driver assistance technologies have greatly improved road safety. However, human errors are still prone, and the time is right to discuss how we can reduce the manual errors by timely warning using intelligent driver assistive technologies. During a span of 3 years in US around 200,000 accidents occurred due to road debris which could have been avoided if a proper warning system was available in the vehicle.

There have been various attempts of solving this problem using different sensors, radars etc . The challenges are the detections should be real-time and should be efficient enough to detect irrespective of the size of the threat being detected. A method well discussed is semantic segmentation which classifies objects at pixel level.

Methods

Yolov5 will be trained with different annotated data sets for road surface detection and road signs and used for predictions and generating warnings. During this research the performance of Yolov5 is evaluated by gathering various metrics and compared.

Object Detection

Convolutional Neural Networks

Artificial Neural Networks are used to simulate the decision process of biological neurons using computational networks. They have multiple layers (at least three). All the neurons in a layer are connected to every neuron in the adjacent layers. This is comparable to weighted graphs in which nodes are neurons and connections between the neurons are the directed edges of the graph. Depending upon the prediction validations the weights are adjusted to make further predictions more accurate. This process is called learning and is repeated several times until the errors in the prediction is very small or acceptable after a certain number of iterations called epochs.

Image Classification

Image classification is a classic machine learning problem. [HERE] Although it is very easy for humans to recognize objects like handwriting, warning signs, people, and things, it is a complex process to make computers recognize objects from mere videos or images. There are a variety of techniques that have been applied to solve this problem, like Harr Cascade Classifier, Template Matching, State Vector Machines, etc. However, Convolution Neural Networks (CNNs) generally have been very effective in such complex tasks involving unseen images. The image selected for CNNs processing will be analysed based on its height, width, and channel (grayscale or RGB). The height and width of the image together represent the number of pixels of the image. Convolutional layers in the network process the image and generate a smaller set of features which will be passed to the next layer. Pooling layers perform the down sampling along the spatial dimensions. The fully connected layer does the classification by assigning scores by assessing the features extracted from the previous layer.

Image classification algorithms determine the class of the image while image detection algorithms draw a bounding box around the object found in the image. There can be many bounding boxes based on the number of objects identified in the image. To cater to this, the neural network needs a variable-size output layer. This is not in accordance with the normal convolutional neural network. The R-CNN algorithm by Girshick et al. [HERE] extracts 2000 regions from the image which is fed and then proposed regions are resized and passed into a CNN. The CNN would then classify the input regions. A modified form of this algorithm is the Fast R-CNN.

YOLO

The algorithms mentioned in the previous sections have the drawback that they consume too much time for pre-processing. In the case of R-CNN, it defines regions, and then the regions are sent for classification. YOLO (You only look once) on the contrary inputs an image split into SxS default regions and all the regions are processed at the same time. The regions with a confidence level above a certain threshold will be candidates to identify objects within them.